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Abstract— Network Function Virtualization (NFV) provides
an effective way to reduce the network provider’s cost by
allowing multiple Virtual Networks (VNs) to share the
underlying physical infrastructure. In the NFV environment,
especially when supporting multicast service over the VNs,
reliability is a critical requirement in the process of VN mapping
since the failure of one virtual node can cause the malfunction of
all the subsequent nodes that receive multicasting data from it. In
this paper, for the first time, we study how to efficiently map VNs
for reliable multicast services, while taking into consideration the
max-min fairness of the reliability among distinct VNs. We
propose a Mixed Integer Linear Programming (MILP) model to
determine the upper bound on the max-min fairness reliability.
In addition, an efficient heuristic, namely Uniform Reliability
Mutation based Genetic (URMG) algorithm, is developed to
address reliable multicast VN mapping with a low computational
complexity. By encoding multicast tree construction and link
mapping into path selection, taking into consideration the max-
min reliability fairness goal, and the networking reliability
factors during mutation, URMG can globally optimize the
reliability and its fairness of all the multicast VN requests.
Through extensive simulations, we demonstrate that URMG
achieves close to the optimal reliability fairness with a much
lower time complexity than the MILP and yields a significant
performance improvement in terms of reliability fairness,
bandwidth consumption and transmission delay comparing with
other heuristic solutions.

Keywords— Multicast; Virtual Network Mapping; Reliability;
Mixed Integer Linear Programming (MILP); Max-Min fairness

I. INTRODUCTION

Network Function Virtualization (NFV) provides an
efficient and flexible way to deploy network services by
implementing network functions in software that can run on
standardized high volume servers/switches/storage. A set of
network services can be provisioned through a Virtual Network
(VN) (or service function chain [1-2]) consisting of virtual
nodes and virtual links. The process of mapping a VN onto a
Substrate Network (SN) generally includes two interrelated
processes: virtual node mapping and virtual link mapping. The
former maps each virtual node onto a physical node
(servers/switches/storage) that can provide sufficient resources
while the latter maps each virtual link to a physical path with
sufficient bandwidth resources. With VN mapping in NFV,
multiple diverse VNs can coexist on a common SN to share the
physical resources, thus reducing the network provider’s cost.

Many schemes have been proposed to address the general
VN mapping problem for unicast services (e.g., [3-5]).
Reliability has also been considered in such VN mapping [6-8]
as a single physical node or link failure may affect several
VNs. However, few work focused on designing efficient
strategies to accommodate multicast service-oriented VNs [9-
12]. In fact, many big data applications, distributed file systems
(e.g., Map-Reduce), point-to-multipoint real-time and
interactive applications (e.g., video-conferencing and IPTV)
prefer multicast communications in order to improve the
utilization of the physical resources. Unlike the unicast service
where data packets are transmitted between a single sender and
a single receiver, multicast services require that the same data
packet flows to a selected group of destinations (or receivers),
which can share the data transmission along the common links.

Recently, constructing reliable multicast tree routing
directly in traditional fixed physical networks was investigated
[13-17]. The authors in [13] minimized the routing cost in the
multicast routing problem with delay and reliability constraint.
The study in [14] introduced a reliable multicast routing
algorithm based on reliability test in the multimedia
communication, which minimizes the network resource
utilization for different reliability requirements of multicast
requests. The authors in [15] investigated the problem of
finding a k-hop multicast strategy with maximum reliability in
directed tree networks and extended it into general graph with
an exponential time complexity. The work in [16] focused on
developing high-throughput algorithms for reliable multicast
routing in multi-hop wireless mesh networks. The work in [17]
tried to find the one-to-many and many-to-many multicast tree
with maximum reliability in a fixed topology.

However, none of the above work considers how to
efficiently map virtual networks for reliable multicast services,
while taking into consideration the max-min fairness of the
reliability among distinct VNs. Particularly, these works do not
fully consider the multicast routing together with the virtual
network mapping and multicast tree design, which limits the
mapping selection of reliable nodes. Reliable multicast VN
mapping involves two types of sharing: data transmission
sharing among multiple receivers within the same VN and SN
sharing among multiple VNs. Hence, the reliable unicast VN
mapping and reliable multicast routing schemes in traditional
fixed networks cannot be directly applied to -efficiently
mapping VNs for reliable multicast services. In fact, the
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problem of reliable mapping multicast VNs has a few unique
aspects: i) the physical multicasting source and destination
nodes are not fixed which makes the problem more
challenging; ii) the same multicasting streams over different
virtual links may go through the same substrate link (e.g.,
fiber) to save bandwidth; iii) multicast VN mapping allows
different multicast tree design (i.e., determining which
destination nodes can be relay nodes to other destination
nodes) in order to maximize network resource utilization; and
iv) source node and relay nodes mapping need to be more
reliable since they will affect many destination nodes.

In this paper, we study the reliable multicast virtual
network mapping problem with the objective of maximizing
the reliability of the request that has the lowest reliability
(which is often called the Max-Min fairness). We only
consider the node reliability since the link reliability issues
can be straightforwardly converted into node reliability ones.
We propose a Mixed Integer Linear Programming (MILP)
model to obtain the upper bound of the max-min reliability
fairness. To solve the problem efficiently, we design a
Uniform Reliability Mutation based Genetic (URMG)
algorithm, which has the following features: 1) URMG can
jointly optimize node mapping, multicast tree construction and
link mapping by encoding them in one gene; 2) URMG
converts multicast tree construction and link mapping into
path selections to simplify the encoding process; 3) URMG
combines the max-min reliability fairness goal with genetic
evaluation objective so that it can obtain results close to the
optimal solution; 4) URMG adopts a uniform reliability based
mutation mechanism, which can highly improve the mutation
efficiency. We conduct comprehensive simulations to evaluate
the proposed solutions in terms of running time, max-min
reliability, bandwidth consumption and transmission delay.

The reminder of this paper is organized as follows. We
introduce the problem description in Section II and present the
MILP model in Section III. Then we describe the URMG
algorithm in Section IV. The performance evaluation is
presented in Section V and finally we conclude the paper in
Section VI.

II. VIRTUAL NETWORK MAPPING FOR RELIABLE MULTICAST
SERVICES WITH MAX-MIN FAIRNESS

In this section, we present the problem of reliable multicast
virtual network mapping.

A general substrate/physical network can be modeled as a
graph G,= (V, E), where V is the set of physical nodes and £
is the set of physical links. Each physical node v is equipped
with C(v) units of computation resources and a reliability
constant r,,(v), while each link has a bandwidth of B(e).

For a given multicast VN request MR, = (s,,D,,b,),i € R,
s; is the virtual source node, D; (|D>1) is the virtual destination
node set, and b; is the requested bandwidth in the multicast
group. We assume that a given nodev € {s,, D, }, requires c(v)

computing resources and can only be mapped onto a subset of
physical nodes denoted by S(v).

For each multicast request, we need to map the virtual
nodes, construct a multicast tree (i.e., decide which nodes are

“spilt and copy” nodes), and determine the routing, such that
the reliability of the mapped multicast request is maximized.
For each MR;, we normalize the expectation E(D;) of the
number of live destination nodes D; in each multicast request
as E(D;)/|D)| to evaluate its reliability R(MR;). The primary
reasons that we use E(D,)/|D, to measure reliability of MR))
include: 1) for any multicast request, the scenario that only
source node survives is meaningless; 2) partial reliability
(subset of destination nodes work) is acceptable in some
multicast applications; and 3) the number of destination nodes
are different for different multicast requests.

Given a multicast request MR, and its tree topology
mapping, the time to calculate E(D;) is exponential according
to the definition of E(D;) as shown in Equation (1):

OV |¥(Cly + Gy e+ G N = O V [*2™' =C ) (1)

| D |!
i (| D, |=i)!
complexity, we apply the linearity of expectation to obtain:

ED)=Y E@d)=Y, T[] 7. @)

veIN(d;)

where C"D | = To reduce the calculation

where E(dj) is the expectation of node d; € D, that does not

fail, and 7N(dj) is the mapping tree path from source node s;
to destination node dj. The time complexity of calculating

Z,E(d.y) in the worst case is O (|/)).

For example, Fig.1 (a) shows a multicast request MR, with

three destination nodes, Fig.1 (b) shows that s,, d;;, d;>and d;;
can be mapped onto node B, F, C and D, respectively. Node F
is the mapping node for d;; which is the “split and copy” node.
The virtual link s;-d;; is routed on link B-F; s,-d,, is routed on
links B-F and F-C and s;-d;; is routed on links B-F and F-D.
The reliability R(MR;) of this mapping is (E(d;;)+ E(d;;)+
E(d;3))/3, where FE(d;;)=0.9%0.9, E(d;»)=0.9*0.9*0.8 and
E(d;3)=0.9%0.9%0.7.

Since multiple multicast requests can share the same SN, it
may not be fair to simply maximize the sum of the reliability of
all the multicast requests when the SN resources are limited. In
the following sections, we propose solutions to maximize the
reliability of the request that has the smallest reliability to
achieve the max-min fairness among all the multicast requests.

III. MIXED INTEGER LINEAR PROGRAMMING (MILP)

In this section, we develop a Mixed Integer Linear
Programming (MILP) model to mathematically formulate the

(@ (b)
Fig.1 An example of multicast service-oriented VN mapping
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problem of reliable multicast VN mapping with max-min
fairness. For each physical node, we pre-calculate K shortest
paths to all the other nodes and the corresponding path
reliabilities. The notations are listed in Table I.

Variables

Lif MR, uses link mn € E
™0, otherwise

1, if the traffic flowto node d; € D,

My =4 goes through path k €|V [*(|V |-1)*K
0, otherwise
Objective

The objective is to maximize the smallest reliability of all
multicast requests.

ZYIES(S )Gs,n,i = 15 VieR (5)
zmsS(;]ﬂ.)O-m dy.i = 1, Vd,j € Di,Vi eR (6)
zmgV i SLVieR,VneV %)

Equation (5) and (6) ensure that each virtual node is
mapped to one and only one physical node, and Equation (7)
ensures that multiple virtual nodes from the same request
cannot be mapped to the same physical node.

Node capacity constraint

i ¥ T D Oy *e(dy) SC), W eV (8)

i

Equation (8) specifies that the total allocated computing
resources on any physical node velV cannot exceed its
capacity C(v).

Link capacity constraint

Max M;en R(MR)) 3)
where
%
R(MRI.) _ ZjE(dij) _ ZdUeD‘ Zke\V\*(\V\—l)*K (rﬂ (k) 771\',[/)
| D, | | D, |
Constraints

One-on-one node mapping

TABLE 1. Notations

Notation Physical Meaning

G,=(V,E) a graph representing the physical SN

veV a physical node

C(v) the computing capacity of node v

Ton(V) the reliability of physical node v

mnekE the physical link between m and n

B(mn) the bandwidth capacity on physical link mn
[V*(|V]-1)*K the number of paths pre-calculated inside G,
Jr the set of nodes along the £ path

E the set of links along the k" path

DSk the source node of the " path

pdy the destination node of the k" path

ry(k) the path reliability of the & path which is the
product of r,,(v),VveV*

MR; = (s;, Di, b)) a multicast request
S; the source node of MR;

D; (ID>1) the destination node set of MR;

b; the request bandwidth of MR;

V.={s,} uD, the node set for request MR,

dy the /" destination node in D;

c(v) the computation resource requirement of
node v, €V,

S(vi) the set of candidate physical mapping nodes
of virtual node v, € V/,

E' set of links from virtual source to its physical
candidate mapping nodes and links from
destination’s candidate physical mapping
nodes to corresponding destination

E,=EVUE' the augmented link set

Ve =V U(UV) the set of nodes from all requests and

i v physical network

Gi=V6-E ) the augmented graph

zieRamn)i *b(i) < B(mn),Ymn € E )}

Equation (9) ensures that the total allocated bandwidth on
any physical link mmeE cannot exceed its bandwidth
capacity B(mn) .

Multicast Tree Construction

Dy les =LY €L DL VIR (10)
ZI_E“M,Msl,Vke|V|*(|V|—1)*K,vl'eR (11)

Lifn,, =LVieRVje{l..|D,l},

mni VkEszm”lEEk (12)
0, otherwise

a.\',ps,f,[ 2 nk,[/'ﬂvj € {1 | Q |},Vl € R (13)

O-pdkd‘j,i Zﬂkl],VJG{1|DI |},VI€R (14)

Equation (10) shows that one and only one path will be
selected for each source and destination pair in any multicast
request. Equation (11) represents that the same path cannot be
selected by more than one source destination pair in the same
multicast request. In Equation (12)-(14), a link is marked as
used by multicast request i if the link belongs to any path that

is used by multicast requesti .

It is intuitive that when K is large enough the above linear
programming model can obtain the optimal solution for the
reliable multicast VN mapping problem. However, due to the
computational complexity, the MILP model is infeasible for
scenarios in large-scale networks. Hence, in the next section,
we propose heuristic algorithms.

IV. UNIFORM RELIABILITY MUTATION BASED GENETIC (URMG)
ALGORITHM

In this section, we propose a Uniform Reliability Mutation
based Genetic (URMG) algorithm that jointly optimizes node

Authorized licensed use limited to: University at Buffalo Libraries. Downloaded on August 27,2020 at 00:05:53 UTC from IEEE Xplore. Restrictions apply.



mapping, multicast tree construction and link mapping while
considering the physical network reliability during the
mutation process to achieve max-min reliability fairness. In
the following subsections, we present the encoding
mechanism, the fitness function, URMG design and the
convergence condition for URMG.

A. Genetic Encoding and the Fitness Function

We encode each gene as the provisioning for a single
multicast request. An individual composed by a set of different
genes represents the provisioning for all multicast requests and
a population is a set of individuals. Specifically, we encode

each Gene; as {{M(s,,D,)},{R, 4 ,d; €D}} for a multicast
request MR;, where

e {M (s, D))} represents the physical node mapping for
virtual nodes (s;, D;);

o {R d’_/_,dl./. € D,} represents the physical routing path for
virtual link (s;,d);

* R g, € F, 4> F, 4,18 the set of physical candidate paths for

virtual link (s;, d;;) given node mapping in {M (s;, D;)}.

We calculate K most reliable paths as defined in Section III
between each node pair (m, n) in the physical network and
denote them as PS,,,. When s; is mapped onto physical node m
and d; e D, is mapped onto physical node n, we have

Psid, = P Smn .
For each MR;, we randomly select a node mapping {M (s,
D))}, and then we randomly pick the routing paths

{R,, ,d; €D} for its multicast tree construction and link

mapping. We apply this process for each multicast request to
obtain an individual. Each request then can select a different
node mapping and routing paths randomly (i.e., new gene is
created) to generate more individuals and those different
individuals are grouped together to form a population of size P.

To achieve max-min fairness, we assign the fitness of each
individual as F, which is the smallest reliability among all the
genes (request mapping). The individual with larger fitness
value has a higher chance to survive in the evolution thus
URMG can obtain max-min fairness reliability when it
converges.

B. Design of URMG

The procedure of URMG is shown in Algorithm 1. At the
beginning of URMG, the first generation G of size P is
initialized randomly, and then G goes into the evolution phase
which includes selection, crossover and mutation operations.
Specifically, a fixed number of individuals denoted as Gy are
randomly selected from the population G, then the tournament
selection is applied within the individual set Gg (as shown in
Step 2) and the winner of each tournament (i.e., the fittest one
in the competing group) is selected to evolve to the crossover
phase. In Step 3, we randomly pair all the winners as parents
for multipoint gene level crossover to get offspring. For each
parent pair, we randomly choose [R|*p. (where p. is the cross
rate) number of genes to swap. We then select P fittest
individuals from the parents’ generation population and their

Algorithm 1: Uniform Reliability Mutation based Genetic
(URMG) Algorithm

1: Initialize the first generation G with population size P and
calculate the fitness value for each individual;

2: Select a subset G of G to participate tournament selections;
3: Pair all the winners from tournament selection randomly for
crossover to generate children;

4: Select P fittest individuals from parents and children, and
then the chosen children go to the mutation phase;

5: For each chosen child, call MURW to mutate the chosen
genes;

6: Use the mutated child with increased fitness value to
replace the individual with lowest fitness value until all the
satisfied individuals are replaced while keeping the population
size P constant to get new generation G,

7: If it converges or reaches a preset threshold of iteration
number, go to 8; otherwise go to 2 with G’

8: Provide the reliable VN mapping according to the fittest
individual in G', terminate the process.

offspring pools to keep the population size constant (as shown
in Step 4). The chosen P fittest individuals then go into the
mutation phase.

In the mutation phase, a number of genes are randomly
selected by mutation ratio [R|*p,, (Where p,, is the mutation
rate) for each offspring. For each chosen gene, we propose a
Mutation based on Uniform Reliability Weight (MURW)
strategy as described in Algorithm 2 to generate new mutated
gene (as shown in Step 5 of URMG). The main idea of
MURW is selecting {M (s; D;)} for the chosen Gene;
according to the Uniform Reliability Weight URW (v) of each
physical node velV , and then randomly selecting

{R,»d; €D} to finish the mutation. URW (v) is the

production of a uniform random value between (0, 1) and the
sum of the path reliabilities of all the candidate paths from
node v to all the other nodes in physical node set V.

The mutated child with the increased fitness value will
replace the individual with the lowest fitness value to keep
population size unchanged. URMG then goes to the next
evolution stage with this new generation. Once it converges,
URMG will map all multicast requests according to the genetic
encoding of the best fitness individual in the last generation.

Note that we adopt a self-adaptive strategy [18] to
dynamically adjust the crossover rate p. and mutation rate
Pm based on the individuals’ fitness as shown in Equation
(15) and (16):

F;nax - F'
pL‘ = Fmax - Fmean ’ N e (15)
1, otherwise
Fmax - F
—p’ F Z F mean
pm = Fmax - Fmean ! (16)
0.5, otherwise
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where F), is the fitness of individual p; Fi, is the largest fitness
value in the population; F|,.., is the average fitness value and
F' is the larger fitness value of two crossover individual p,
and p,.

C. Convergence Condition

To evaluate URMG’s convergence performance, we
modify the degree of diversity [19] as in Equation (17):

2 Pl P | D (pl, p2)|
DP _P(P_l)Zpl:lZpZ:le F

max

(17)

where |Di(p;, p2)| is the absolute difference of the fitness of
individual p; and p,; and F,,,, is the maximum fitness value in
the generation. If D, is lower than a certain threshold for 5
generations or more [20], we say the algorithm has converged.
We stop URMG when it converges or the number of iteration
reaches a preset threshold.

V. PERFORMANCE EVALUATION

A. Experiment Setting

We evaluate the proposed MILP model and heuristic
algorithms on a 14-node, 22-link NSF network. By default,
each physical node can provide 10,000 units computing
resource, while each physical link has 4,000 units bandwidth
resource. Each physical node has a random reliability with
uniform distribution between 0.9 and 0.999. For each multicast
VN request, the source node and destination node set are
randomly generated, while the number of destination is
uniformly distributed between [2, 8]. The computing demand
of each node is less than 100 units with a uniform distribution.
The set of candidate mapping nodes S(v) (where |S(v)| is
within [3,14] following a uniform distribution) for each node v
in multicast request is randomly selected from the substrate
node set. The bandwidth demand of each multicast request is
uniformly distributed within 10-100 Gb/s. The population size
P is 50 and tournament size is set to 0.35*P. The iteration

number of URMG is 500 and D, =1.0x107°.

We use IBM CPLEX to solve the MILP and Visual Studio
to implement the heuristic algorithms. All simulations are run
on a computer with 2.5 GHz Intel Core i5-3210 CPU and 12
GB RAM. For the MILP, the simulation will be terminated if
the optimal solution is obtained or the running time of 5 hours
is reached. Each statistic result is the average result of 20
simulations.

To show the benefits of MURW, we implement another
heuristic algorithm called No-MURW, which has the same
steps as URMG but uses a random mutation to replace the
MURW in Step 5 of URMG. For the comparison, we also
implement a random mapping algorithm, namely Rand-Map,
which randomly maps nodes and links without considering
reliability.

B. Performance Analysis

As shown in Fig.2 (a) (all the figures in Fig.2 share the
same solution labels as in Fig.2 (b)), we first evaluate the max-
min reliability of different solutions when the number of
multicast requests increases. We can see that MILPK (K is the

Algorithm 2: Mutation based on Uniform Reliability
Weight (MURW)

1: For each physical nodev eV , generate a uniform random
value between (0, 1) and update URW (v) ;

2: For the chosen Gene;, select the physical node v' which has
the largest URW (v') value from S(s;) as the mapping node
for s, , and add node v' into {M(s,,D,)};

3: Select destination mapping nodes:

1) Find a physical node m in V'\{M(s,,D,)} which has the
largest URW (v) and mark it as the eligible candidate mapping
node for some destination node d;eD,;

2) If there is more than one destination node using physical
node m € V' as the candidate mapping node, select node dj;
with the least physical candidate mapping nodes to map first;
3) Map node d; onto physical node m, let D, = D,\d, and
store node m into {M (s, D,)} ;

4: If D,#® , go to step 3, otherwise, randomly select

{R,,,-d; € D} andreturn {{M(s;,D)}.{R, , ,d; € D} }.

1

number of pre-calculated shortest paths between each physical
node pair and K=1, 2, 3) obtains a higher reliability values as K
increases because the larger K is the closer the MILP is to
optimal solution. More specifically, MILP2 (MILP3) improves
the max-min reliability by at most 0.4% (0.08%) compared to
MILP1 (MILP2). We take the results from MILP3 as the
approximate upper bound since the improvement ratio
compared with MILP2 is small enough. It can also be observed
that the max-min reliability achieved by URMG is close to the
approximate upper bound obtained by the MILP3 (0.2%-4%
decrease ratio), while increasing the reliability of No-MURW
(Rand-Map) by 0.4%-3% (0.7%-4%).

In Table II, we list the running time of different solutions
when the number of multicast requests varies. We can see that
URMG’s running time is much smaller than that of the MILPs
(which cannot find the optimal solution in a reasonable time
when the problem become large). Hence, URMG can also be
applied to the case with dynamic requests because of its low
time complexity, particularly when the services are time-
sensitive.

We also evaluate the bandwidth consumption when the

TABLE II. Computation time (seconds) of different solutions

5 10 20 30 80 150
MILPI 107 | 336 | 1272 | 2991 | * *
MILP2 325 | 10.72 | 4553 | 11456 | * *
MILP3 6.67 | 23.82 | 10441 | 26820 | * *
URMG 037 | 079 | 1.58 252 | 597 | 718
No-MURW | 037 | 0.77 | 1.53 196 | 445 | 6.89
Rand-Map | 0.01 | 0.02 | 0.04 007 | 0.8 | 035
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Fig.2 Results of reliable VN mapping with a max-min fairness over 14-node NSF network

network resources are sufficient for different number of
multicast requests. From Fig.2 (b), we can observe that
URMG requires 8% more bandwidth compared with MILPs,
and consumes 5% and 10% less bandwidth compared with
No-MURW and Rand-Map, respectively. The reason is that
the more reliable a service is, the fewer hops it traverses, thus
leading to a smaller amount of bandwidth consumption. In
addition, for delay-sensitive multicast service applications
such as video-conferencing and distributed database
replication, the transmission delay and the jitter among
multiple destinations should be as small as possible. We use
the average hops and the maximum hop difference among
multiple destinations in the same multicast group to measure
the delay bounds and jitter. From Fig.2 (¢) and (d), we can
observe that average the number of hops achieved by URMG
is 5% (8%) smaller than that of No-MURW (Rand-Map) and
the maximum hop difference is 6% (13%) smaller than that of
No-MURW (Rand-Map), respectively. Hence, URMG is a
computational efficient solution that can achieve high max-
min reliability fairness while requiring less bandwidth
resources and generating smaller transmission delay and jitter
than other heuristic solutions.

VL

In this paper, we have investigated the problem of reliable
multicast VN mapping. We have proposed a MILP model that
can achieve the upper bound of reliability with max-min
fairness. In addition, we have proposed an efficient heuristic
algorithm called Uniform Reliability Mutation based Genetic
(URMG) algorithm, which can jointly optimize the processes
of virtual network mapping and multicast tree construction to
obtain the max-min fairness among multiple multicast VN
requests. Our simulation results have shown that the proposed
URMG can achieve the max-min reliability fairness that is
close to the one obtained by the MILP and outperforms other
heuristics in terms of max-min reliability fairness, bandwidth
consumption and transmission delay.

CONCLUSION
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